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Effect of Multiple Scattering on the Compton
Recoil Current Generated in an EMP, Revisited

William A. Farmer and Alex Friedman

Abstract—Multiple scattering has historically been treated in
EMP modeling through the obliquity factor. The validity of this
approach is examined here. A simplified model problem, which
correctly captures cyclotron motion, Doppler shifting due to the
electron motion, and multiple scattering is first considered. The
simplified problem is solved three ways: the obliquity factor,
Monte-Carlo, and Fokker-Planck finite-difference. Because of
the Doppler effect, skewness occurs in the distribution. It is
demonstrated that the obliquity factor does not correctly capture
this skewness, but the Monte-Carlo and Fokker-Planck finite-
difference approaches do. The obliquity factor and Fokker-
Planck finite-difference approaches are then compared in a fuller
treatment, which includes the initial Klein-Nishina distribution
of the electrons, and the momentum dependence of both drag
and scattering. It is found that, in general, the obliquity factor
is adequate for most situations. However, as the gamma energy
increases and the Klein-Nishina becomes more peaked in the
forward direction, skewness in the distribution causes greater
disagreement between the obliquity factor and a more accurate
model of multiple scattering.

Index Terms—EM analysis, EMP radiation effects, high alti-
tude electromagnetic pulse (HEMP), nuclear explosions, radiative
interference

I. INTRODUCTION

THE theory to describe a nuclear electromagnetic pulse
(EMP) was developed over 40 years ago by Longmire

[1]–[4] and Karzas and Latter [5], [6]. This theoretical treat-
ment describes the Compton production of energetic electrons
due to the gamma ray output of a nuclear explosion. These
Compton electrons then bend in the earth’s magnetic field
and radiate an electromagnetic signal. Because the gamma
pulse propagates at the speed of light, the radiation from the
many Compton electrons at differing altitudes adds coherently,
resulting in a large propagating wave signal far from the source
region. The Compton electrons interact with the background
atmosphere through collisions with background electrons and
nuclei. As the background electrons slow the Compton elec-
trons, the background atmosphere becomes ionized, giving
a finite conductivity to the background medium. This leads
to dissipation of the pulse due to Ohmic losses. Collisions
between the Compton electrons and the background nuclei
primarily deflect the fast electron through small angles, and
the gradual energy loss by the electron is due to drag forces
on background electrons.

These effects are modeled in the geomagnetic EMP code,
CHAP [7]. Motivated by computational limitations at the time
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of development, an elegant simplification to model the effects
of multiple scattering by the background nuclei was proposed
[8]. Instead of performing a Monte-Carlo treatment of the
collisional scattering with many electrons, each electron in
CHAP describes the center of a distribution that is diffusing
in velocity space. Consider an energetic electron propagating
in the z direction which is only experiencing forces due to
scattering collisions with the background. In a time interval,
dt, the total distance travelled by the electron, ds, is related
to the distance travelled along the z axis, dz, through

dz = ds cos θ, (1)

where θ is the angle through which the electron has been
scattered. If a statistical average is then performed over all
possible scattering angles,

〈dz〉 = ds 〈cos θ〉 =
ds

η
, (2)

where the obliquity factor, η = 1/ 〈cos θ〉, has been intro-
duced. The appellation, obliquity factor, was originally chosen
because it is used to describe the decrease in average path
length in a time step due to obliquely traveling electrons.
Dividing by the time interval, the average velocity of the
distribution is

veff =

〈
dz

dt

〉
=
v

η
. (3)

From the above expression, it is seen that the velocity is
reduced by a factor of 1/η to an effective velocity. This
occurs because particles scattered from the initial direction
move a smaller distance along the z axis causing the average
displacement in the z direction to lag behind the displacement
of an unscattered particle. For an electron with momentum,
p, and absolute charge, e, which is interacting with electric
and magnetic fields, E and B, respectively, the equations of
motion in the obliquity factor formulation are

dp
dt

= −e
(

E +
v
c
× B

)
, (4)

dr
dt

=
v
η
, (5)

dη

dt
=

[
1

2

d
〈
θ2
〉

dt
+ e

(
η2 − 1

) E · p
p2

]
η. (6)

The last equation above is derived in [2] and [8]. Here,
d
〈
θ2
〉
/dt is the rate of increase in the variance of the angle, θ,

and is given by the underlying collisional process. The second
term arises due to the component of the electric field parallel
to the momentum of the particle and is unimportant for the
development of this paper. It is included here for completeness.
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Because the outgoing gamma pulse is traveling at the speed
of light, it is useful to perform a variable transformation, so
that the equations are expressed in terms of the time since the
gamma front has passed a given position. If the gamma pulse
is propagating in the z direction, then this is done through
the substitution, τ = t − z/c. This substitution results in a
decoupling of the fast time scale associated with the gamma
pulse and the much smaller spatial variations, e.g., changes
in atmospheric density. Further, for an observer at a fixed
position, τ is equivalent to t measured from the time from
which the gamma pulse would first arrive at the observer.
This transformation is most easily understood as a Doppler
shift due to a moving source and should not be confused
with a Lorentz transformation. All quantities exist in the same
reference frame, i.e., that of the observer. When applied to the
equations of motion for the electron, temporal derivatives are
transformed through

fr
d

dt
=

d

dτ
, (7)

fr =
1(

1− vz
c

) . (8)

Having initialized a distribution of electrons with momenta,
pi, and obliquity factor, ηi, the current density is given by

j = −e
∑
i

Wi
vi/ηi

1− vz,i/cηi
. (9)

Here, Wi is a weight function which corresponds to the
number of Compton electrons created per unit volume at that
given initial velocity and is determined by the cross section.

In addition to finding the Compton current, CHAP also
determines the conductivity of the background due to ionizing
collisions occurring between the Compton electrons and the
background, and then uses both the Compton current and the
conductivity to solve Maxwell’s equations for the fields [7].
Assuming a planar geometry with symmetry in the transverse
coordinates, Maxwell’s equations reduce to a one-dimensional
wave equation, which takes the following form [3],

1

2

∂F

∂z
+
πσ

c
F = −2π

c
jx −

πσ

c
G, (10)

1

c

∂G

∂τ
+
πσ

c
G =

1

2

∂G

∂z
− 2π

c
jx −

πσ

c
F, (11)

where the equations have been expressed in the (τ, z) coordi-
nate system. Here, σ is the background air conductivity, and
F = Ex + By and G = Ex − By represent the outgoing and
incoming waves, respectively. Consistent with standard EMP
analysis, it is assumed that G � F or that Ex ≈ By . With
this approximation, the transverse electric field is found to be

Ex = −2π

c

∫ z

−∞
jx(z′, τ)e

− 2π
c

∫ z
z′
σ(z′′,τ)dz′′

dz′. (12)

In this manuscript, the conductivity is set to zero. This is done
in order to clarify the dynamics of the Compton current and
to determine the accuracy of the obliquity factor formulation
of multiple scattering. Under this approximation, the electric
field is proportional to the integral of the current density
over altitude. For this reason, the rise-time of the current

density is closely related to the rise time of the field seen
by the observer. This may seem counterintuitive as typically
the radiated field is related to the time derivative of the
current density and not the current density itself. However, as
Longmire showed [4], when one integrates the single-particle
radiated field over the distributed emitters in the transverse
direction, this is equivalent to integrating with respect to time.
As a consequence, the electric field is proportional to the
current density.

This relation between the Compton current and the radiated
field changes when conductivity is included in the model, and
the EMP fields can become saturated. If the spatial scale length
over which the atmospheric parameters vary is defined as Lz ,
then saturation occurs when

2πσ(τ, z)Lz
c

� 1. (13)

In this limit, the spatial gradients are negligible, and the
solution becomes

Ex ≈ −
jx(t− z/c)
σ(t− z/c)

. (14)

The above equation is a solution to the one-dimensional
homogeneous wave equation. Thus, when saturation occurs,
the Compton current, having been cancelled by the conduction
current, is no longer sourcing the radiated field. To make
accurate rise-time predictions for the fields, a conductivity
model must be included in the description of the fields, unless
a low-yield (also a low EMP field) case in which saturation
does not occur is considered. The process of field attenuation is
beyond the scope of this paper, which is restricted to assessing
differences between the computed Compton current by the
obliquity factor model and a more fundamental description
of multiple scattering.

Comparisons between the obliquity factor and a Monte-
Carlo method have been performed previously [8]–[10]. Knut-
son [9] first developed a Monte-Carlo approach in which
the particles are tracked in the coordinates, (x, y, z, t). The
particles in his simulation experience forces due to the back-
ground magnetic field, an average drag on the background
electrons, and the scattering off of background nuclei. The
effects of the EMP fields on the particle motion are neglected,
so the simulation is not self-consistent, a simplification which
is also made in this manuscript. This is appropriate because
the Compton current is not sensitive to the self-consistent
inclusion of the Lorentz force caused by the EMP fields [11].
Three random numbers are used to determine the following:
the distance propagated between scatters, the pitch angle scat-
tered from the incident direction, and the azimuthal deflection
of the resulting scatter. The current density is then computed in
τ , and comparisons are made to obliquity factor predictions.
The initial distribution of electrons is taken to be a single,
forward-traveling electron with the average energy of the
Klein-Nishina distribution for a given gamma ray energy. This
work was later generalized by Morgan and Knutson [10] to
include the full Klein-Nishina distribution. Longmire similarly
performed a comparison between a Monte-Carlo calculation
and obliquity factor predictions [8]. The details of Longmire’s
Monte-Carlo simulation never seem to have been published.
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However, because he references Knutson’s work, it is assumed
that he used a similar approach to that of Knutson [9]. From
this comparison, Longmire determined that the two methods
agree to within two or three percent of the correct value.

Out of these Monte-Carlo studies, another legacy code,
HEMP-B, was developed which includes both Monte-Carlo
and obliquity factor models [12]. Figure 6 in this reference
illustrates a typical, highly-saturated EMP scenario, comparing
the obliquity factor model and a Monte-Carlo model. In this
case, the curves agree closely until roughly 5 ns after the peak
has occurred, at which point they diverge. High saturation
implies that the effects of conductivity become large early in
the rise of the pulse. This suggests that the obliquity factor is
adequate if large saturation occurs.

Contemporary with Longmire and Knutson, Vajk [13] also
performed Monte-Carlo studies of multiple scattering in EMP.
Vajk observed that, in the coordinate, τ , electrons experience
differential rotation and shear due to the factor, fr, that appears
in (7). This occurs because, for a given time step, dτ , more
electron time, dt, elapses for electrons moving along the z-
axis than those moving obliquely. Thus, for a given dτ , more
scatters occur for electrons near the z-axis. This results in a
skewed distribution, shifting the average particle momentum.
In mentioning the previous Knutson work, Vajk attributes
the agreement between Monte-Carlo and the obliquity factor
models to only using the averaged Klein-Nishina distribution,
but this was only true in the first report [9] and not the
second [10]. In referring to Vajk’s work, Longmire was critical
because the initial value of the current density computed by
Vajk is not the same for both approaches [3]. For this reason, it
is difficult to conclude from Vajk’s work how the two methods
differ.

Since this time, it has widely been accepted that the
obliquity factor is adequate for most practical calculations.
Recently, Kruger [14] performed simulation studies of EMP.
In his work, the subroutine MCNP [15] was called to transport
the gamma rays and Compton electrons. From his main code,
MACSYNC, he computed the synchrotron radiation of the
Compton electrons at the observer using the Liénard-Wiechert
fields. In performing this calculation, Kruger made two ap-
proximations. First, the cyclotron motion of the electrons was
not included in the electron transport. This is most appropriate
at ground level, because the range of the electron due to drag
forces is much less than the cyclotron radius. Second, the
Liénard-Wiechert fields only include the synchrotron radiation,
and not that due to deceleration caused by collisions. Kruger
argued that the radiation due to these deceleration terms cancel
in the absence of asymmetries. Under these assumptions,
Kruger placed a lower-limit on the rise times of the EMP
that is an order of magnitude longer than those predicted by
CHAP. He attributed this to the obliquity factor’s approximate
treatment of multiple scattering and suggests that a proper
description of multiple scattering would lengthen the rise times
of an EMP pulse.

In light of the above works, it is the aim of this paper to
determine the impact of multiple scattering on the Compton
current created during a nuclear explosion. For this reason, a
Fokker-Planck equation is used to model the dynamic evolu-

tion of the distribution of Compton electrons. This approach
is adopted not for numerical efficiency, but because it gives
insight that could lead to an efficient and accurate particle-
based approach. This manuscript is organized as follows. In
section II, the basic theory of EMP is formulated in a Fokker-
Planck equation. For general interest, a semi-analytic solution
of the full problem that neglects collisions is presented in
the Appendix. Section III then simplifies the problem to one
that contains all of the salient features of the general problem
that are necessary to understanding multiple scattering. Three
numeric approaches are presented in III-A: the obliquity
factor, Monte-Carlo, and a finite-difference scheme. Results
are presented in III-B, and a discussion of the three approaches
is given. Section IV then develops the numerical machinery to
solve the full problem, and results for realistic parameters are
presented. Finally, major conclusions are presented in Section
V, and these results are placed in context with previous work.

II. FOKKER-PLANCK APPROACH TO EMP
We first assume an impulse of gamma rays with number

density, nγ , given by

nγ = Nγδ (z − ct) . (15)

Here, the gamma pulse is described by a delta function with
the number of gamma photons per unit area given by Nγ .
The gamma photons scatter background electrons as described
by the Klein-Nishina cross section, creating a source term
in the kinetic equation governing the Compton electrons.
The dynamic evolution of the distribution of gamma rays is
neglected, and as a result, this source term is translationally
invariant with respect to the coordinate, τ = t− z/c. Because
of this, the source term can be included by specifying the
initial distribution of Compton electrons, f0, to be

f(τ = 0,p) = f0(p) =
ZniNγ

1− vz/c
δ(p− p0(ψ))

p2
σKN . (16)

Here, Z = 7.2 is the mean atomic number of air, and ni
is the atomic number density. The Klein-Nishina differential
cross section is given by σKN . Traditionally, it is expressed
in terms of χ = 1 − cos ζ, where ζ is the scattered angle of
the incident photon. Since the electron motion is of greater
concern here, the cross section is expressed in terms of the
ejection angle of the electron, ψ, measured from the direction
of photon incidence. This takes the form,

σKN =
r2
0

2

1

(1 + gχ(ψ))
2

1

sinψ

∣∣∣∣dχdψ
∣∣∣∣

×
[
1 + (1− χ(ψ))

2
+

g2χ(ψ)2

1 + gχ(ψ)

]
,

(17)

χ(ψ) =
2 cos2 ψ

1 + g(2 + g) sin2 ψ
, (18)

p0(ψ)

mc
=

g

1 + gχ(ψ)

√
χ(ψ) [2 + gχ(ψ)(2 + g)]. (19)

In the above expressions, g = Eγ/mc
2 is the ratio of the

photon energy to the electron rest mass, and r0 = e2/mc2

is the classical electron radius. Because we have chosen to
use the ejection angle of the electron, it should be noted that
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ψ is restricted to the range 0 ≤ ψ ≤ π/2. This is because
the scattering process cannot eject the electron opposite the
direction of the incident photon and still conserve momentum
and energy.

Once the Compton electrons are created, a kinetic equation
describes their resulting motion. Assuming that collisions are
frequent but only cause small changes in the momentum of
a fast electron, a Fokker-Planck equation can be used [16],
which is of the form
∂f

∂t
+v · ∂f

∂r
+F · ∂f

∂p
= − ∂

∂p
·(af)+

∂

∂pi
·
(
Di,j

∂f

∂pj

)
. (20)

Here, F is the full electromagnetic force on the electrons.
To be self-consistent, this force must include contributions
from the EMP-field generated by the Compton current and
from the conduction current of secondary electrons. Since the
effects of multiple scattering and turning in the magnetic field
are of primary interest, only the force due to the background
magnetic field is retained, so that

F = −p×Ω, (21)

where Ω = eB/mcγ is the relativistic cyclotron frequency.
The drag and diffusion forces are given by a and Di,j ,
respectively. The drag coefficient is given by the Bethe formula
[17],

a = −mc
ω2
per0

c

(
mcγ

p

)2

LD
p
p
, (22)

LD = log

(
E
√
γ + 1

I

)
− 1

2
log 2 +

1

16

+
(log 2)/2 + 9/16

γ2
− log 2 + 1/8

γ
.

(23)

The frequency, ωpe =
√

4πZnie2/m, is analogous to the
plasma frequency, except that Zni is the number density
of background electrons, including those in bound atomic
states. Additionally, γ is the familiar relativistic factor for
the Compton electron, E = mc2(γ − 1) is the corresponding
kinetic energy, and I is the mean excitation potential of a
bound electron, which we take to be I = 80.5 eV. The density
effect [17] is not included in the above expressions, because
it is not present in air.

Next, we consider the diffusive processes. Diffusion in the
magnitude of momentum, or energy straggling, was neglected
by Longmire [8]. He argued that in the source region, i.e.
altitudes of 20-40 km, energy straggling would likely have
little effect on the peak Compton current. Because we wish
to compare to the obliquity factor model used by Longmire,
this effect is ignored here. Further, the dominant source of
angular diffusion is due to collisions with nuclei. Vajk includes
electron collisions by replacing a factor of Z2 with Z(Z + 1)
[13], and concludes that this would increase the scattering rate
by 12%. However, Longmire states that this procedure is not
valid for small angle scattering where the atomic electrons are
already included in the atomic screening [8]. For this reason,
Longmire’s approach is adopted, and the angular portion of
the diffusion constant is taken to be

D =
1

4

d
〈
θ2
〉

dt
. (24)

In choosing an expression to model d
〈
θ2
〉
/dt, modern formu-

las exist [17] that are more accurate than those initially used
by Longmire [2]. However, since the goal is to make contact
with Longmire’s work, his choice is adopted, giving

d
〈
θ2
〉

dt
=

2Zω2
pere

c

c

v

(
mec

p

)2

LS , (25)

LS = log

(
131
√
γ2 − 1

Z1/3

)
. (26)

If we assume a constant air density, (20) can be simplified
by observing that the distribution function can depend only on
the coordinates τ and p. Further, it is convenient to write p in
spherical coordinates, (p, ψ, α), ψ and α being the polar and
azimuthal angles, respectively. For computational purposes,
instead of using ψ, the substitution µ = cosψ is performed.
Finally, for definiteness, the background magnetic field is
placed anti-parallel to the y-axis. This gives the equation,(

1− vz
c

) ∂f
∂τ

+ Ω

[
∂

∂α

(
sinα

µ√
1− µ2

f

)

+
∂

∂µ

(
cosα

√
1− µ2f

)]
=

1

p2

∂

∂p

(
ap2f

)
+D

[
∂

∂µ

(
(1− µ2)

∂f

∂µ

)
+

∂

∂α

(
1

1− µ2

∂f

∂α

)]
.

(27)

If the above equation is integrated with respect to the momen-
tum coordinates, an equation for the Compton electron density,
nc, is found to be

d

dτ

(
nc − nc

〈vz〉
c

)
= 0, (28)

nc = nc0
1− 〈vz〉0 /c
1− 〈vz〉 /c

. (29)

In the above expressions, a zero subscript denotes an initial
quantity, and angle brackets correspond to averages over the
distribution.

If an auxiliary function is defined, f̃ = p2f , so that factors
of the Jacobian are absorbed into the distribution function, and
the time coordinate is scaled to the non-relativistic cyclotron
frequency, Ω0, then (27) can be rewritten as(

1− p

mcγ
µ

)
∂f̃

∂(Ω0τ)
+

1

γ

[
sinα

µ√
1− µ2

∂f̃

∂α

+ cosα
√

1− µ2
∂f̃

∂µ

]
=

∂

∂ (p/mc)

(
κf̃
)

+ Λ

[
∂

∂µ

(
(1− µ2)

∂f̃

∂µ

)
+

1

1− µ2

∂2f̃

∂α2

]
.

(30)

Here, κ = a/mcΩ0 and Λ = D/Ω0; these parameters give the
relative importance of drag and scatter to the advection caused
by the cyclotron motion. To show scalings, these coefficients
can be expressed as

κ = 1.7× 10−21 Zni(cm−3)

B(Gauss)

( c
v

)2

LD, (31)

Λ = 8.5× 10−22 Z2ni(cm−3)

B(Gauss)
c

v

(
mc

p

)2

LS . (32)
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Having numerically solved for f̃ , the current density of the
Compton electrons can then be obtained by taking moments
of the distribution. These are given by the expression,

j(τ) = −ec
∫ π

−π
dα

∫ 1

−1

dµ

∫ ∞
0

dp
p

mcγ
f̃(τ,p). (33)

III. SIMPLIFIED PROBLEM

Before proceeding with a numerical solution to (30), a
simpler problem is first considered for the purpose of gaining
insight. Consider, then, the equation,(

1− v

c
cosφ

) ∂f
∂τ

+ Ω
∂f

∂φ
= D

∂2f

∂φ2
, (34)

f(τ = 0, φ) = δ(φ) (35)

Physically, this problem is the two-dimensional analog of
the full problem with drag neglected. Further, the diffusion
and advection coefficients, D and Ω, are set as independent
parameters, and the complicated dependence on the magnitude
of the particle’s momentum is ignored.

If the diffusion is also ignored, the simplified problem can
be solved via the method of characteristics. Omitting the
details, the solution is

f = δ [φ− Ωt(τ, φ)] , (36)

Ωτ = Ωt− v

c
[sinφ− sin (φ− Ωt)] . (37)

An analytic solution of t in terms of τ and φ is not possible
due to the transcendental equation that appears. However,
the analog of the current density for this problem can be
computed. We do this for the component transverse to the
initial velocity direction, because this is the component that
radiates the corresponding electromagnetic signal seen by an
observer. Ignoring the charge of the electron,

jy = v

∫
sin(φ)fdφ,

=
1− v

c

1− v
c cosφ0(τ)

v sinφ0(τ),
(38)

Ωτ = φ0(τ)− v

c
sinφ0(τ). (39)

The above expression for jy is easily seen to be the product of
two terms: the number density as described in (29), and the
velocity of the electron in the y direction. Determining the
time-to-peak, τ0, of the transverse current density,

Ωτ0 = cos−1 v

c
− v

c

√
1− v2

c2
. (40)

This time-to-peak acts as a check on numerical solutions.
In the limit that 1 − v/c � 1, the time-to-peak takes the
asymptotic form,

Ωτ0 ∼
2

3

[
2
(

1− v

c

)]3/2
. (41)

In Subsec. III-A, three different methods of solving (34)
with diffusion included are outlined: the obliquity factor,
Monte-Carlo, and finite difference. Comparisons between so-
lutions from the three methods are then compared in Subsec.
III-B, and a discussion is given.

A. Solution Approaches

To use a particle approach, equations governing φ and
〈
φ2
〉

are needed. Examining (34), these are

dφ

dτ
=

Ω

1− v
c cosφ

, (42)

d
〈
φ2
〉

dτ
=

2D

1− v
c cosφ

. (43)

A factor of two appears in (43), as opposed to the factor of
four in (24), because this problem has two spatial dimensions
instead of three. If the obliquity factor is used to model the
distribution of electrons, the equations become

dφ

dτ
=

Ω

1− v
cη cosφ

, (44)

dη

dτ
=

D

1− v
cη cosφ

η. (45)

If the two equations are divided, the solution for the obliquity
factor in terms of φ(τ) is found to be

η = exp

(
Dφ

Ω

)
. (46)

Substituting the above expression into (44) and solving,

Ωτ = φ− v

c

[
e−Dφ/Ω sinφ+D/Ω

(
1− e−Dφ/Ω cosφ

)]
D2/Ω2 + 1

,

(47)
which generalizes (39). The expression for the transverse
current density is

jy =
1− v

c

1− v
cη cosφ

v sinφ

η
,

=
1− v

c

exp
(
Dφ
Ω

)
− v

c cosφ
v sinφ,

(48)

where, as before, the number density is multiplied by the
effective velocity in the first line. The second line has been
written in terms of φ, where (46) has been used for η. The
transverse current density can now be plotted parametrically
using (48) and (47) for jy(φ) and τ(φ), respectively. Comput-
ing the angle at which the maximum transverse current density
occurs, φMax,

cosφMax −
D

Ω
sinφMax =

v

c
exp

[
−DφMax

Ω

]
. (49)

The time-to-peak can then be determined by solving the above
equation and then evaluating (47).

A Monte-Carlo approach is performed by implementing a
first-order Euler-Maruyama scheme with a large number of
particles, typically 105. The scheme is given by

φm+1 = φm + ∆τ

(
dφ

dτ

)m
+ σmrm, (50)

where m is an index associated with the τ discretization, and
∆τ is the time step, so that τ = m∆τ . The advective part of
the equation is contained in the second term on the right hand
side, and the scattering term, in the third. The value, rm, is
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a random number from a unit normal distribution, and σm is
given by

σm =

√
2D∆τ

1− v
c cosφm

. (51)

Each particle is initialized so that it is traveling in the x
direction, i.e. φ(0) = 0. Further, for N particles, the weight
of each particle is given by W = 1/N . For this method, the
current density is

j =
∑
n

W
1− v

c

1− v
c cosφn

vn, (52)

and can be computed at each time step.
A finite-difference method for (34) is implemented by using

an upwind difference for the advection term and a centered
difference for the diffusion term. This takes the form

∂fi
∂τ

=
∑
j

Ai,jfj , (53)

Ai,j =


(
1− v

c cosφi
)−1 (

D/h2 + Ω/h
)
, j = i− 1

−
(
1− v

c cosφi
)−1 ( 2D

h2 + Ω
h

)
, j = i(

1− v
c cosφi

)−1 D
h2 , j = i+ 1

0, otherwise

,

(54)
with periodic boundary conditions in φ. Crank-Nicholson is
then used to advance in time. The distribution function is
initialized as a Gaussian with unit area and standard deviation
of one degree in order to approximate the delta function. In
the φ discretization, 400 points are used in order to resolve the
initial function. Finally, in this approach, the current density
is computed by numerically evaluating the integral,

j =

∫
vf (φ, τ) dφ. (55)

B. Results and Discussion

Using the three different approaches described above, jy is
computed for v/c = 0.9 with three different values of D/Ω
in Fig. 1. The top, middle, and bottom panels correspond to
D/Ω = 0, 0.5, and 1.0, respectively. The solid black curves,
dashed red curves, and dash-dotted blue curves correspond
to solutions generated via the Fokker-Planck, Monte-Carlo,
and obliquity factor methods, respectively. The vertical axes in
each panel correspond to jy . The range on this axis decreases
as D/Ω increases, reflecting the decrease in the maximum
current value due to increased spreading of the electrons
over a larger range of φ. In all three panels, the Monte-
Carlo and Fokker-Planck solutions agree almost identically.
For the number of particles used, the noise in the Monte-Carlo
solutions is not visible, but it is present. The obliquity factor
agrees qualitatively in panels (b) and (c), but it rises and falls
more rapidly than the other two approaches.

In an effort to quantify the differences between the ap-
proaches, the time to the peak of the signal is plotted for
the Fokker-Planck and obliquity factor methods in Fig. 2.
The time-to-peak for the Monte-Carlo method is not plotted
because it has a large degree of fluctuation. This is caused by

0.1

0.2

j y

(a)

0.04

0.08

j y

(b)

0 0.1 0.2 0.3
Ωτ

0.03

0.06

j y

(c)

Fig. 1. Transverse current density for simplified problem. Performed at three
different values of D/Ω: (a) 0, (b) 0.5, and (c) 1.0. Black solid, red dashed,
and blue dash-dotted curves correspond to Fokker-Planck, Monte-Carlo, and
obliquity factor approaches.

the noise inherent in Monte-Carlo methods and the flatness
of the peak that occurs when D/Ω ∼ 1. The vertical axis
in the figure corresponds to the time-to-peak, τMax, relative
to the time-to-peak when no diffusion is present, τ0, given
in (40). For our choice of velocity, Ωτ0 = 5.87 × 10−2.
The horizontal axis corresponds to the relative diffusion,
D/Ω. The solid and dashed curves correspond to the time-to-
peak computed from the obliquity factor and Fokker-Planck
approaches, respectively. It is seen that both signals rise and
fall as the diffusion increases, but that the Fokker-Planck
time-to-peak can exceed that given by the obliquity factor
by roughly a factor of two or more. Further, this difference
remains even at large values of D/Ω.

In assessing the differences between the two approaches, it
is first useful to understand why the obliquity factor model
exhibits a rise and fall in the time-to-peak. As the diffusion
constant increases, both the effective velocity, v/η, and the
density of the electrons decrease more rapidly due to the
spreading of the distribution in the φ coordinate. This causes
a monotonic decrease in the angle, φMax, at which the
transverse current peaks. If the electron rotation frequency
was independent of the diffusion rate, this would cause the
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Fig. 2. Time-to-peak vs. D/Ω for simplified problem. Vertical axis scales
time-to-peak to analytic value when D/Ω = 0 as given in (40). Solid and
dashed curves correspond to obliquity factor and Fokker-Planck approaches,
respectively. The skewness of the distribution is correctly captured in the
Fokker-Planck approach and results in pronounced differences in the time-to-
peak.

time-to-peak to decrease. However, the rotation speed given
in (44) depends on the diffusion rate through (46), slowing
as the diffusion rate increases. At small values of diffusion,
the slower speed of rotation is the dominant effect, causing
an increase in the time-to-peak. At large values of diffusion,
the decrease in φMax dominates, leading to a decrease in the
time-to-peak.

In the Fokker-Planck approach, all of the previously dis-
cussed effects are present. Additionally, the skewness of the
distribution is also captured. As first observed by Vajk [13],
this effect is not present in the obliquity factor formulation. For
any distribution of finite spread in φ, the portions of the dis-
tribution moving in the x direction diffuse more quickly than
those portions moving obliquely to it due to the denominator
present in (43). To see this effect, the following definitions are
made.

n =

∫ π

−π
dφ φf, (56)

〈φ〉 =
1

n

∫ π

−π
dφ φf, (57)

ν =
1

n

∫ π

−π
dφ (φ− 〈φ〉)2

f, (58)

s =
1

n

∫ π

−π
dφ (φ− 〈φ〉)3

f, (59)

where n is the density, 〈φ〉 is the mean, ν is the variance, and
s is the skewness for the distribution, f , which is computed
using a numerical solution to the Fokker-Planck equation. The
distribution is then plotted for seven different values of D/Ω
in Fig. 3(a). The horizontal and vertical axes correspond to φ
and f , respectively, where f is plotted at time, Ωτ = 0.1 with
v/c = 0.9 as before. The tallest black curve corresponds to
D/Ω = 0.1, and the successive shorter ones, to D/Ω = 0.3,
0.5, 0.7, 0.9, 1.1, and 1.3. As the diffusion increases, not only
does the spread of f increase, but the distribution becomes

−180−120 −60 0 60 120 180

φ (deg.)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

f

(a)

0.0 0.5 1.0 1.5 2.0

D/Ω

−30
−20
−10

0
10
20
30
40
50
60

φ
 (

d
e
g
.)

(b)

Fig. 3. Illustration of skewness of the distribution at Ωτ = 0.1, assuming
v/c = 0.9. (a) Distribution function vs. φ for different values of D/Ω. From
tallest to shortest, the curves correspond to D/Ω = 0.1, 0.3, 0.5, 0.7, 0.9,
1.1, and 1.3, respectively. As the relative diffusion increases, the distribution
becomes more skewed towards φ = 0. (b) Plots characterizing the mean
(solid), peak value (dashed), square root of the variance (dash-dotted), and
cube root of the skew (dotted) vs. D/Ω. Skewness causes mean to lag behind
peak value.

noticeably skewed towards φ = 0. In the lower panel, Fig.
3(b), the quantitative measures given in (57) - (59) are plotted.
The vertical and horizontal axes correspond to the value of
the parameter plotted in degrees and the scaled diffusion,
D/Ω, respectively. The solid, dash-dotted and dotted curves
correspond to 〈φ〉, ν1/2, and s1/3, respectively, where the
powers are introduced so that all quantities are measured in
degrees. The dashed curve corresponds to the value of φ at
which the peak value of the distribution occurs, φPeak. The
discrepancy between φPeak and 〈φ〉 is due to the skewness
of the distribution. Because the skew creates a fat tail near
φ = 0, the skew is negative, causing the average value, the
solid curve, to be below the peak value, the dashed curve.

Finally, it is useful to discuss the physical reason behind the
increased scattering when electrons are traveling near the line
of sight. For a fixed interval, dτ , the amount of time elapsed
and the distance through which a particle has traveled is given
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by

dt =
1

1− v
c cosφ

dτ, (60)

ds =
v

1− v
c cosφ

dτ. (61)

In the above equations, it is clear that a particle traveling along
the line-of-sight, φ ≈ 0, travels a longer distance, ds, over a
larger amount of elapsed time, dt, than a particle traveling
in an oblique direction. The greater amount of elapsed time
allows for more collisions to occur, spreading the distribution
more quickly near φ = 0. This leads to the skewness which
is ultimately observed.

IV. FULL PROBLEM

The understanding developed in the previous section is now
applied to the full problem as presented in Sec. II. The problem
is solved numerically using both the obliquity factor approach
and a finite difference scheme. The numerical approaches are
outlined in Subsec. IV-A, and the results are presented in
Subsec. IV-B.

A. Numerical Methods

The obliquity factor approach amounts to solving the cou-
pled equations,

d

d (Ω0τ)

( p
mc

)
=

1

1− vz
cη

[
B̂× p

mcγ
− κp̂

]
, (62)

dη

d (Ω0τ)
=

2

1− vz
cη

Λ, (63)

where they have been presented in scaled form with the scaled
drag and scattering coefficients, κ and Λ, given in (31) and
(32), respectively. All quantities above are defined in Sec. II
with the exception of B̂ and p̂, which are unit vectors in the
direction of the magnetic field and momentum, respectively.
The electrons are initialized with equal probability spacings
in ψ and α, so that∫ ψj

0
σKN (ψ) sinψdψ∫ π/2

0
σKN (ψ) sinψdψ

=
1 + 2j

2Nψ
, (64)

αk =
2π

Nα
k, (65)

where Nψ and Nα are the number of grid points in the ψ and α
coordinates, respectively, and j and k are the associated parti-
cle indices. The initial magnitude of the momentum is given by
(19), resulting in the Cartesian components of the momentum
vector, px = p0(ψj) cosαk sinψj , py = p0(ψj) sinαk sinψj ,
and pz = p0(ψj) cosψj . The initial obliquity factor for each
electron is set to unity. The equations can then be solved using
a Runge-Kutta method. As the electron slows, the expressions
for the drag and scatter, (31) and (32), cease to be valid
because they assume the momentum is sufficiently large. In
the derivation of the scattering equation, the argument of the
logarithm appearing in LS is equal to 2/θMin, where θMin

is the minimum angle by which an electron will be scattered
without the nucleus being screened. For the expression for

scattering to be valid, θMin � 1, which for Z = 7.2,
implies that p/mc � 2.9 × 10−2. For this reason, particles
are discarded when p/mc < 2.9 × 10−2. Having solved the
equations numerically, the current density can be computed at
each time step as,

j = −ecZniNγr2
0

∑
i

W
vi/ηi

1− vz,i
cηi

, (66)

where W = N0/(NαNψ), and

N0 =

∫
σKN (ψ)

r2
0

sinψdψdα. (67)

For the finite-difference approach, grids in µ = cosψ and
α are specified as,

µj = cos

(
π
J + 1− j
J + 1

)
, (68)

αk = −π +
2π

K

(
2k + 1

2

)
, (69)

where j = 0, 1, ..., J + 1 and k = 0, 1, ...,K − 1, with J ×
K corresponding to the number of interior points. The non-
uniform grid in µ is chosen as it more accurately resolves
the initial Klein-Nishina distribution. This allows for fewer
grid points while still maintaining accuracy. The grid in the
momentum coordinate is determined by the grid in µ through,

pl = p0(µl), (70)

where the µl are values of the grid in µ for which µ > 0
and pl/(mc) > 2.9 × 10−2. The former condition is because
the Compton electrons must initially be moving forward, and
the latter condition, so that the Compton electron has enough
momentum so that the scattering coefficient is valid. The
distribution function is then specified on these grids at times,
τm = m∆τ , where ∆τ is the time step. Periodic boundary
conditions are imposed on f̃j,k,l in the α coordinate so that
f̃−1,k,l = f̃J−1,k,l and f̃J,k,l = f̃0,k,l. The boundary condition
in µ is difficult to include because of the singularity that
appears at µ = ±1 in (30). This is addressed by first observing
that the points represented by µ = ±1 must be independent
of α. With this observation, an extrapolation can be used near
the boundaries so that,

f̃0,k,l =
1

K

∑
k

[
µ2 − µ0

µ2 − µ1
f̃1,k,l −

µ1 − µ0

µ2 − µ1
f̃2,k,l

]
, (71)

with a similar equation at the opposite boundary. The above
procedure allows for well-behaved numerical solutions, but
higher order extrapolations exhibited numerical instability. The
initial distribution is given by (16), which in scaled form is,

f̃j,k,l
ZniNγr2

0

=

{
2

pl+1−pl−1

σKN (µl)/r
2
0

1−plµj/mcγl if pl = p0(µj)

0 otherwise
.

(72)
In implementing the finite-difference scheme, the derivatives

in µ and α are represented by centered differences of second
order accuracy, and the derivative in p is represented by a first
order, upwind difference. This takes the form,

∂f̃j,k,l
∂τ

=
∑
n,p

Ajn,kp,lf̃n,p,l +
∑
n

Blnf̃j,k,n, (73)
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with A corresponding to the derivatives in µ and α, and B, to
the derivative in p. Operator splitting is used to decouple the
motion in p from the motion in µ and α. Combining operator
splitting with a second order, Crank-Nicholson procedure leads
to two implicit equations that must be solved at each time step,(

I − ∆τ

2
Ajn,kp,l

)
f̃
m+ 1

2

n,p,l =

(
I +

∆τ

2
Ajn,kp,l

)
f̃mn,p,l,

(74)(
I − ∆τ

2
Bl,n

)
f̃m+1
j,k,n =

(
I +

∆τ

2
Bl,n

)
f̃
m+ 1

2

j,k,n . (75)

The centered differences in µ and α are sufficient so long
as the actual diffusion dominates over numerical diffusion in
the solution, and this is equivalent to requiring that the Péclet
number for the equation not be too large. For the equation of
interest, the Péclet number is defined as

Pe = 2
Ω

D
= 3.37× 1019B(Gauss)

ni(cm)
, (76)

where the numerical factor is determined for the most ener-
getic electrons generated by a gamma energy of four times the
electron rest mass. At 30 km altitude, Pe = 22, which is typical
of the largest vaues considered in this manuscript. For this
Péclet number, stability concerns require at least 22 grid points
in µ, but the requirement for resolving the Klein-Nishina
distribution is much greater. Thus, the resolution required for
accuracy is more stringent than stability requirements unless
elevations with ion densities smaller by at least an order of
magnitude are considered. The case of negligible diffusion
and drag, i.e., large Péclet number, is solved semi-analytically
via the method of characteristics in the Appendix.

B. Results

Before solving the general problem, a simpler problem is
first considered in which drag is neglected, but the shape
of the initial distribution is varied. This is done in order to
generalize the results in Section III to three dimensions and
to probe the dependence of the results on the initial variance
of the distribution. The initial distribution is defined by a ring
of electrons launched with an initial velocity of v/c = 0.9
and polar angle, ψ0. This choice is made so that the initial
transverse current, jx, is zero, but the variance,

〈
ψ2
〉
, varies.

The momentum dependence of the scatter is ignored and is
independently set to D/Ω = 1.0. The time-to-peak for both
the obliquity factor and the Fokker-Planck approach are plotted
in Fig. 4. The horizontal axis corresponds to the initial polar
angle of the distribution as measured in degrees, and the
vertical axis to the rise time measured by the dimensionless
parameter, Ωτ . The solid curve is computed using the obliquity
factor, and the dashed curve, using the Fokker-Planck method.
The obliquity factor initially peaks sooner than the Fokker-
Planck approach, which is similar to the results shown in
considering the two-dimensional model problem. However, as
the cone angle increases, this situation is reversed. From this,
it is apparent that the relative peaking of the two currents
depends heavily on the initial distribution used.

0 10 20 30 40 50
ψ0  (deg.)

0

1

2

3

4

τ M
a
x
/
τ 0

Fig. 4. Time to peak for the transverse current of electrons forming a ring in
momentum space with velocity v/c = 0.9 and polar angle ψ0 as measured
from the z-axis. Solid and dashed curves correspond to the obliquity factor
and Fokker-Planck methods, respectively. As the cone angle increases, the two
curves cross, indicating that the relative peaking of the two methods depends
on the initial distribution.

The numeric procedures are next applied to several cases
outlined in [8], which implement all of the physics out-
lined in Sec. IV-A. A mono-energetic gamma spectrum of
Eγ = 1.6 MeV is assumed with a geomagnetic field of
B = 0.6 Gauss. Three different altitudes are considered:
30 km, 20 km, and ground. These correspond to number
densities of ni(cm−3) = 7.53 × 1017, 3.68 × 1018, and
5.12 × 1019, respectively. These values are determined from
[18] with the average atomic mass of the atmosphere assumed
to be A = 14.4. Further, analytic expressions for the initial
slope of the transverse current and the initial value of the
axial current are used as a check on the solutions. These are
given by (36)-(39) of [8]; however, in (38), the last term in
the square brackets possesses a typographical error and should
have an additional factor of γ in the denominator. Finally, the
procedure outlined in the Appendix is used to determine the
vacuum solution for the Compton current.

Figure 5 depicts the transverse current at the altitudes: 30
km, 20 km, and ground. The vertical axes in each figure are the
transverse current, jx, scaled to N0ec, where N0 is the number
of Compton electrons produced by the gamma pulse at τ = 0.
The horizontal axes represent τ in seconds. The top panel, Fig.
5(a), corresponds to Figs. 6 and 7 in [8], and use a similar
presentation for easy comparison. The straight blue line is the
theoretical initial slope of the transverse current. The bottom
panel, Fig. 5(b), corresponds to the current at ground. The red
dash-dotted, dashed, and solid curves are the vacuum result,
the Fokker-Planck solution, and the obliquity factor solution,
respectively, with the altitudes labeled on the figure.

Figure 6 plots the axial current corresponding to the same
altitudes in Fig. 5. The vertical axis is the axial current, jz ,
scaled to N0ec. The plot corresponds to Fig. 10 in [8] and the
horizontal blue line is the initial value of the axial current
as given in the same reference. The red dashed and solid
curves are the the Fokker-Planck and obliquity factor solutions,
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Fig. 5. Transverse Compton current at various altitudes for Eγ = 1.6 MeV
and B = 0.6 Gauss. (a) 30 km and 20 km results. Corresponds to Figs. 6 and
7 of [8]. (b) Ground level. Blue lines correspond to theoretical initial slope.
Dash-dotted curve corresponds to vacuum solution as given in Appendix.
Solid and dashed curves correspond to obliquity factor and Fokker-Planck
solutions, respectively.
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Fig. 6. Axial Compton current for cases shown in Fig. 5. Solid blue horizontal
line corresponds to theoretical initial value of the axial Compton current.
Dash-dotted curve corresponds to vacuum solution as given in Appendix.
Solid and dashed curves correspond to Fokker-Planck and obliquity factor
solutions, respectively, for 30 km, 20 km, and ground as labeled.

respectively. The altitudes are labeled on the figure.
Comparing these figures to those in [8], the Fokker-Planck

results agree well with the previous Monte-Carlo studies.
Further, the obliquity factor exhibits only small quantitative
differences from the Fokker-Planck solution. The time-to-peak

0.0 0.5 1.0
τ(s) 1e−7

0

0.3

0.6

0.9

1.2

j x
/N

0
ec

6 MeV6 MeV

3 MeV3 MeV

1.6 MeV1.6 MeV

Fig. 7. Transverse Compton current for gamma energies of 1.6 MeV, 3 MeV,
and 6 MeV at 20 km. The 1.6 MeV case corresponds to Fig. 5. The 3 MeV
and 6 MeV cases used B = 0.5 Gauss. Solid and dashed curves correspond
to the obliquity factor and Fokker-Planck solutions, respectively.

values agree within 2% and the maximum current values,
within 5%. This agreement is present in both the source region
(20 - 40 km) and extends to the ground. It is also observed
that the Fokker-Planck solutions actually peak slightly earlier
than the obliquity factor. This is attributed to the broadness of
the initial distribution and the influence of drag reducing the
peak of the signal.

In light of the results of Sec. III, it is perhaps surprising
that the two methods agree so well. In choosing 1.6 MeV
gamma photons, the initial variance of the distribution is quite
large. This reduces the impact of skewness on the distribution,
because the broad variance dominates the dynamics. To verify
this explanation, two cases were examined. In the first, the
gamma energy is varied so that the distribution becomes more
peaked in the forward direction. The transverse current for
such a case is plotted in Fig. 7 for the gamma energies, 1.6
MeV, 3 MeV, and 6 MeV, at an altitude of 20 km. The 1.6 MeV
case is the same case as shown in Fig. 5, whereas the 3 MeV
and 6 MeV cases used a background magnetic field of 0.5
Gauss. The horizontal axis corresponds to time as measured
from the passage of the gamma pulse, and the vertical axis,
to the scaled Compton current, jx/N0ec. The solid curves and
dashed curves correspond to the obliquity factor and Fokker-
Planck solutions, respectively. In all cases, the Fokker-Planck
Compton current peaks before the obliquity factor solution.
This is attributed to the use of the Klein-Nishina distribution.
Additionally, as the energy of the gamma photons is increased,
the discrepancy between the two methods also increases. In the
6 MeV case, the Fokker-Planck Compton current peaks 4 ns
earlier, and the magnitude of the Compton current increases
by 6%.

A second test was performed in which the angular spread
of the Klein-Nishina distribution was ignored and all electrons
are launched in the forward direction (or along the z-axis). The
transverse currents are shown in Fig. 8. The axes are the same
as in the previous figure. For both panels, the gamma energy
is 1.6 MeV and the background magnetic field is 0.6 Gauss.
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Fig. 8. Transverse Compton current for gamma energy, 1.6 MeV, at a
magnetic field of 0.6 Gauss; (a) 30 km altitude, (b) 20 km altitude. Sold
curves correspond to forward-launched electrons, and dashed curves, to using
the angular spread of the Klein-Nishina distribution. Red and black curves
correspond to Fokker-Planck and obliquity factor solutions, respectively.
Obliquity factor peaks before the Fokker-Planck solution in the forward-
launched case. This situation reverses when full angular spread is considered.

The solid and dashed curves correspond to launching along
the z-axis and to using the full Klein-Nishina distribution,
respectively. The red and black curves correspond to the
Fokker-Planck and obliquity factor solutions, respectively. The
top panel, Fig. 8(a), corresponds to an active region at 30 km
altitude, and the bottom panel, Fig. 8(b), 20 km. Note that at
this level of description the location of the gamma source does
not enter into the calculation. In the forward-launched case,
the Fokker-Planck solution peaks later than the obliquity factor
solution. The results suggest that skewness (and other higher
order effects) not contained in the obliquity factor formulation
are small effects when the full Klein-Nishina distribution is
considered.

V. DISCUSSION AND CONCLUSIONS

This analysis has demonstrated that the Doppler effect
created by the spiraling Compton electrons leads to a skewness
of the distribution in the τ coordinate. In the model problem
that excludes drag, a significant discrepancy exists between
the obliquity factor approach and both a Monte-Carlo and a
Fokker-Planck description of the collisions. This shows that
the early criticisms given by Vajk [13] have merit. However,
in applying the Fokker-Planck description developed here to
the full problem, agreement is found with earlier analysis
performed by Longmire [8], and his principal conclusion that

the obliquity factor is a good description of multiple scattering
is verified. This is attributed to the broad spread of the Klein-
Nishina distribution and would not occur for a narrower initial
distribution. Further, as the gamma energy increases and the
initial distribution becomes increasingly peaked in the forward
direction, the accuracy of the approximation decreases. In
all cases which considered the full angular spread of the
Klein-Nishina distribution, the Fokker-Planck solutions peaked
sooner than the obliquity factor, indicating that a proper
description of multiple scattering would not lead to an increase
in the rise time of the currents.

The impact of a more complete scattering treatment on
full EMP modeling was assessed previously in HEMP [12].
Because a conductivity model has not been included in our
study, direct comparisons to those results are not possible. In
recent work, Kruger suggests that properly including multiple
scattering in the description of the Compton electrons would
increase the rise-time of the EMP fields observed in legacy
codes (and thus, lower the frequency content) [14]. The results
of this paper bear on the generation of the Compton current
and not the electric field, and any direct comparison to [14]
must await further analysis with a more complete model.

The obliquity factor was first introduced as an elegant
simplification that allowed the EMP problem to be modeled
using the computational resources that existed at the time.
Further, the obliquity factor can be viewed as a valid zeroth
order approximation of a fuller physics model. The results
reported here combined with Longmire’s earlier studies [8]
show that the obliquity factor describes the transverse current
(which excites the radiated electric field) reasonably well and
is adequate for most purposes.

APPENDIX

If the effects of collisions are neglected, (30) reduces to an
advection equation of the form,(

1− p

mcγ
cosψ

)
∂f̃

∂τ
+ Ω

[
cosψ

sinψ
sinα

∂f̃

∂α

− cosα
∂f̃

∂ψ

]
= 0,

(77)

where the equation has been expressed in the angular co-
ordinates, ψ and α. This can be solved via the method of
characteristics by defining each variable to depend on the
auxiliary variable, t. If this is done, the partial differential
equation reduces to the set of ordinary differential equations,

dτ

dt
= 1− p

mcγ
cosψ(t), (78)

dα

dt
= Ω cotψ(t) cosα(t), (79)

dψ

dt
= −Ω cosα(t), (80)

df̃

dt
= 0. (81)

The initial condition for f̃ is

f̃(t = 0) = f̃0 =
ZniNγ

1− p
mcγ cosψ

δ(p− p0(ψ))σKN (ψ), (82)
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The solution is,

f̃ =
ZniNγ

1− p
mcγ cos ψ̃

δ(p− p0(ψ̃))σKN (ψ̃), (83)

cos ψ̃ = cosψ cos Ωt− sinψ cosα sin Ωt, (84)

Ωτ = Ωt+
p

mcγ
[sinψ cosα (1− cos Ωt)− cosψ sin Ωt] .

(85)

Here, ψ̃ represents the initial polar angle at τ = 0. At later
τ , the solution is advected to position (ψ,α) from the initial
position. To determine the current,

j = −eZnicNγr2
0

∫
p0(ψ̃)/mc

γ(ψ̃)−
(
p0(ψ̃)/mc

)
cos ψ̃

× σKN (ψ̃)

r2
0

[cosψẑ + sinψ cosαx̂] sinψdψdα,

(86)

where the dependence on the magnitude of the momentum has
been integrated. To compute the above expression, both ψ̃ and
τ are determined parametrically on a grid in t. An interpolation
is then performed onto the desired grid in τ , and the integrand
that appears in the expression for the current density can be
evaluated. Because the integral in p has been performed, the
function τ(t) becomes multiple-valued. For this reason, care
must be taken in performing the interpolations by dividing
τ(t) into monotonic intervals and summing the interpolated
value of the integrand in each interval. The integral is then
performed numerically, and the current density is evaluated.
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